Policy and Procedures Regarding Security Incidents at Remote Sites

The following procedure defines the actions to be taken by appropriate cognizant authorities in response to an Information Technology Security (ITS) incident involving authorized remote users of HOSC Mission System resources and/or data:
1. Upon identification or notification of a potential or actual ITS event that will/may affect the remote site and/or HOSC mission operations, the remote site shall immediately contact the HOSC DOCR Operations Shift Supervisor (OSS) at 256-544-2200.  

2. DOCR (SYSCON or MDATA) personnel obtain pertinent information regarding the nature of the ITS incident from remote site personnel.  The OSS immediately contacts the MSFC HOSC CSO for determination of next course of action.

3. Upon approval from the MSFC HOSC CSO, the OSS then authorizes SYSCON to change remote user passwords for all accounts associated with the remote site in question.  

Initial Incident Response Actions

1. As stated above, upon notification of the security incident and MSFC HOSC CSO approval, OSS immediately authorizes SYSCON to change remote user passwords for all accounts associated with the remote site in question.  The SYSCON shall change the affected remote user passwords immediately.

2. Based on MSFC HOSC CSO input, the OSS may direct the remote user/site to discontinue all connectivity to the HOSC that is not already terminated.

3. If necessary, the Network Manger shall terminate the ability of the remote site to send data to HOSC IT resources via a network hardware/software reconfiguration.

Recovery Verification and Restoration of Services

1. OSS shall advise remote user/site of steps necessary to restore service:

a. Affected machines must be removed from the remote user network used to connect to HOSC resources.

b. Affected machines must be replaced or rebuilt.  Rebuilt systems must be rebuilt from original system/software disks and NOT from backups or other image of the affected system.

c. All applicable security patches must be applied to ensure removal of any software or data that caused the security incident.  

d. All affected systems intended for connection to HOSC resources shall be scanned for vulnerabilities (security virus scans, etc.).

2. The affected site’s CSO must verify that the necessary service restoration steps have been performed on the affected systems.  Once the remote user’s system is cleaned, scanned, and restored to the remote site network, the remote site CSO will notify the OSS via telephone and Email.  Email notification shall include courtesy copy to:

MSFC HOSC Mgr.

Nate.Boclair@msfc.nasa.gov
MSFC HOSC CSO:

Pattie.Sanderson@msfc.nasa.gov
UMS HOSC CSO:

Darryl.Wells@msfc.nasa.gov
UMS NetMgr:


Mike.Hovis@msfc.nasa.gov
GSRT Lead


Lisa.Watson@msfc.nasa.gov
UMS Remote User Rep:
Nick.Bornas@msfc.nasa.gov
UMS SysSec Rep:

Rob.Arnold@msfc.nasa.gov
3. Upon receipt of this notification, the MSFC HOSC CSO will approve or disapprove reestablishing the remote system/site access to HOSC resources.  This approval will be provided via the OSS.  

4. Upon OSS clearance for reconnection, the SYSCON will notify remote users of passwords to enable login and the Network Manager will reconfigure (if necessary) the remote site network access to HOSC resources.

5. The Network Manager will take necessary steps to restore the remote site connectivity with HOSC by restoring the network configurations (if) changed during the initial incident response actions.

